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Abstract
Regression analysis is a statistical technique for exploring the rela-

tionships between variables. Frequently, regression models are used to
describe the dependence between a response variable and one or sev-
eral explanatory variables. The parameters in the regression model are
estimated based on observed data. However, some observations have
a greater impact on the estimated model than others. The regression
model considered in this work is the nonlinear model with an additive
error term

y = f(X,θ) + ϵ,

where f(X,θ) = (f(X1,θ), . . . , f(Xn,θ))
T = (f1(θ), . . . , fn(θ))

T , X is
a n × p−matrix of known explanatory variables, y is the n-vector of
responses, θ is a q-vector of unknown parameters, ϵ ∼ N(0, σ2In), and
In denote the identity matrix of size n.

A well known example of a nonlinear model is the Michaelis-Menten
model

y =
θ1x

θ2 + x
+ ε,

which is used in enzyme kinetics. It relates the initial velocity of an
enzymatic reaction, y, to the substrate concentration, x. The parame-
ter θ1 is the maximum velocity of the enzymatic reaction, representing
the asymptotic value of f as x → ∞; θ2 is the half-velocity parameter,
representing the value of x when the velocity of the reaction reaches
one-half of its ultimate value.

The existing influence measures in regression analysis are constructed
to measure the impact of observations on the parameter estimates or
the fitted values. However, it is of interest to assess the influence of
observations on hypothesis testing. We will derive a diagnostic mea-
sure for assessing the influence of single and multiple observations on
the score test statistic [?], both in linear and nonlinear regression. The
proposed diagnostic measure is derived using the differentiation ap-
proach.
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